Street View House Numbers Recognition using
PCANet and SVM

Abstract—Optical Character Recognition (OCR) in document
images is considered to be a solved problem, however, text
recognition in natural images is still a challenging problem. The
ability to recognize text in natural images is crucially important
for vision based applications of future. For instance, to build an
autonomous robot having the capability to move around freely,
it must be equipped with a natural images OCR system to read
maps. This problem is very difficult as compared to document
recognition due to the wide variety in background colors, text
colors, font styles and noise. In this paper, we address a sub-
problem, i.e. digits recognition. Research in this area has been
accelerated with the availability of street view house numbers
(SVHN) dataset. We test the potential of PCANet based feature
extraction technique for this problem, which has proven to be
successful in various image classification problems. We apply
support vector machines (SVM) based classifier to recognize
digits. To the best of author’s knowledge, no other study reports
similar analysis.

I. INTRODUCTION

Optical Character Recognition (OCR) has been at the
core of pattern recognition research. Current OCR systems
have achieved sufficient accuracy in recognizing document
images, nevertheless more work is required to achieve good
performance in natural images [1]. The performance of the
state of the art techniques lag behind human performance in
complex natural scene images. The problem becomes more
complex in this context mainly due to low resolution, non-
contrasting backgrounds, large illumination differences, ori-
entation problems, motion-blur and de-focused images. Other
problems include great variety in text colors, font styles and
wide range of backgrounds, which sometimes make impossible
even for human to recognize text in such images. In this paper,
our focus is on a sub-problem, recognizing digits in natural
scene images.

We study the problem of digit classification in context
of street view house numbers (SVHN). The ability to rec-
ognize multi-digit house numbers is an essential requirement
of modern-day map applications. Being able to recognize the
house numbers in a particular street can enable an application
to precisely pinpoint an address with greater accuracy. Netzer
et. al. [2] introduced a data-set suitable for such an application,
i.e. house numbers acquired from Google street view images.
They provided the data-set in a format similar to MNIST
handwritten digits data-set [3] (32x32 images), but sometimes
contains multiple digits, however, it considers only the digit
near center of the image. The complexity of the problem can
be understood looking at some images from the data-set (see
Figure 1 [2]).

In this paper, we test the potential of PCANet [4] based
feature extraction techniques and provide suitable architecture
or tuned settings for PCANet.
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Fig. 1. 32x32 cropped samples from the SVHN dataset

Rest of the paper is organized as follows: overview of
related research is presented in section II, section III discusses
methodology of the study, presenting a brief introduction of
PCANet and PCANet architecture for SVHN recognition task,
results and discussion is given in section IV and section V
presents conclusion of the study.

II. RELATED RESEARCH

Researchers proposed PCA based recognition approach for
handwritten digits recognition in [5], similarly DCT features
based classification approach for handwritten digits classifi-
cation task has been proposed in [6]. In context of natural
images text recognition, template-matching [7] and multiple
hand-crafted features [8] based approach has been applied
previously. Several other techniques proposed for this task
apply implicit feature learning schemes, e.g. convolutional
networks. Convolutional networks learn features from pixels
and [9] showed that they outperformed hand-designed features.
Authors in [1] applied ConvNets for SVHN recognition task
and presented similar conclusions.

Convolutional neural networks (CNNs) [3],[10] in many
ways are similar to other neural networks, however, affine
transformations at each layer can be carried out as a discrete
convolution which makes the CNNs efficient [11]. Several
factors have accounted for the recent success of CNN, i.e.



algorithmic advances, availability of large size training sets
and increase in computational resources.

Netzer et. al. [9] compared performance of various hand-
designed features (being used in state of the art OCR sys-
tems). They depicted that weighted direction code histogram
(WDCH) binary images based features [12] result in 63.33
% accuracy. They also applied histogram of gradients based
features [13] to classify SVHN dataset and reported 85%
recognition rate. Stacked sparse auto-encoders based approach
described in [14] has also bee applied and resulted in 89.7%
accuracy. They also concluded that recognition accuracy im-
proves with increase in training samples for all the techniques
compared.

Authors in [9] estimated human level performance for
SVHN recognition task as a function of image height in pixels.
Their results suggested that 100% human performance can be
achieved with image height > 76 pixels, however, even human
performance is around 90 £+ 1.5% in the task being studied,
i.e. 32 x 32 images.

In this paper, we consider a simple PCA filters based deep
learning network, PCANet,optimize its parameters for SVHN
recognition task . To the best of author’s knowledge, similar
analysis has not been performed or reported in literature for
the task being studied.

III. METHODOLOGY

We first compute the features from training images using
PCANet and train a linear SVM classifier to perform clas-
sification on test images. This section describes the features
extraction and classification techniques applied.

A. Features Extraction

Features extraction process is very important step in pat-
tern recognition problems. Considering the complexity of the
problem, rather than applying traditional OCR approach, i.e.
localization, segmentation, binarization, feature extraction and
recognition, we adopt a different approach. We apply a power-
ful feature extraction technique, PCANet, which is capable of
extracting class-level features all the way from input images,
which makes the approach simple from an algorithm design
perspective.

PCANet or PCA network is a recent convolutional neural
network that compounds the advantages of deep learning
and PCA [4]. PCANet is different from other convolutional
networks in the sense that it learns the filter banks by applying
PCA on the input images rather than attempting to find optimal
filters. It is advantageous as compared to other convolutional
networks because it does not demand large amounts of data-
set for good performance and takes lesser time to compute
features.

Idea behind PCANet is simple as it is illustrated in Figure
2. A typical two layer PCANet is initialized by applying
PCA to overlapping patches of input image. It’s first layer
filters are composed of the selected principle components
and image patches projections to these principle components
formulate the output of units in first layer. Similar method-
ology is repeated at the second layer in cascaded fashion.
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Fig. 2. Tllustration of PCANet feature extraction technique

Further, it applies binary quantization and hashing for two-
stage cascaded filters to concatenate and perform binary to
decimal conversion. Final output of PCANet is determined by
computing block wise histograms from quantized images and
further applying spatial pyramid pooling technique.

PCANet has a number of parameters that need to be tuned
for each application, these parameters are: the number of layers
N, filter size at each stage k, number of filters at each layer
L, histogram block size, and the overlap ratio. In order to
fine tune PCANet parameters for SVHN classification task,
we performed three fold cross validation on training data.

Firstly, we fixed all other parameter as suggested in original
paper and changed number of layers to three. As suggested
in original paper, performance improvement could not be
achieved but training and testing time was much increased.
Further, we considered different values for overlap ratio and
found that original value of 0.5 is suitable for this task. Taking
inspiration from common setting of Gabor filters, we decided
number of filters L to be 8.

Optimal value for filter size k is found to be 7. Different
experiments has been performed to find the optimal value
for histogram block size and 7 is determined to be final
value. Spatial pyramid pooling is another tool in PCANet
that can be applied at the final stage. Although this tool did
not affect performance for problems addressed in the original
paper, but due to the complexity of the problem and specially
cluttered background and noise considerations, it improved the
performance of technique overall by almost 1% and feature
learning time is slightly increased.

We also considered different tweaks at pre-processing stage
to test how does it affect the performance of PCANet. Firstly
we transformed the color space of images from RGB to YUV
and THLS colos space, in both cases performance deterio-
rated. Then, we also considered applying RGB to grayscale
transformation and applying PCANet and it does not affect
the performance. Considering it an interesting finding, we
computed DCT coefficients of grayscale images and then ap-



TABLE 1. CLASSIFICATION RESULTS

Total Samples 26032
Correctly Recognized 23662
Accuracy 90.90%

plied PCANet, which resulted in degradation in performance.
We also looked at the effect of standardizing images before
applying PCANet and we determined that it could not improve
the performance.

B. Classification

Once the features has been computed, next task is to train
a classifier and test the performance of suggested approach.
Considering the massive size of feature vectors and low
number of classes, i.e. 10, we decided to employed linear SVM
classifier. We used C' = 1 as a mis-classification penalty cost
term to avoid over-fitting.

IV. RESULTS

This section presents the results achieved with suggested
approach. We used the train and test splits provided in orig-
inal data-set, extra data provided for training is not used.
Hence, 73257 digits have been used for training and 26032
digit samples have been used to test the proposed approach.
Classification results are depicted in Table 1.

In Table II, accuracies comparison of our approach to
different state-of-the-art approaches has been presented. It is
evident from the comparison that suggested approach outper-
forms the standard hand-crafted approaches in this task, also
the proposed approach performance is almost comparable to
human performance. Average testing time per sample is 400
milli seconds (ms).

TABLE II. ACCURACIES COMPARISON OF DIFFERENT TECHNIQUES TO
OUR APPROACH
ALGORITHM ACCURACY on SVHN-TEST
HOG 85.0%
WDCH 63.3%
STACKED SPARSE AUTO-ENCODERS 89.7%
HUMAN PERFORMANCE 90 £+ 1.5%

OUR APPROACH 90.9%

V. CONCLUSION

A sub-problem of text recognition in natural images, digits
recognition, has been studied in this paper. The problem being
studies is more hard as compared to standard OCR task for
document recognition. Main reasons for its complexity are
background variations, out of focus images, large variations
in text color and style, large illumination differences and non-
contrasting backgrounds. The severity of the problem can be
realized from the fact human performance is a function of
image dimensions. We have suggested an approach based on
PCANet and optimized its parameters for this task using 3-
Fold cross validation and also tried some pre-processing tricks.
SVHN data-set representing house numbers from street-view
data has been used to evaluate performance of the proposed

approach. Proposed technique outperforms many state-of-the-
art approach and its performance is approach human perfor-
mance. For future work, we suggest to train a PCANet with
extended training data (including extra training data provided
in SVHN dataset) and less number of training samples. This
analysis would be interesting because it can answer the ques-
tion whether performance of PCANet improves with increase
in training data as other techniques and how much data is
necessary to achieve reasonable performance with PCANet.
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